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The demand for active and effective management of heat transfer is increasing in various modern application scenarios. The
thermal conductivity of materials plays a key role in thermal management systems, and reversibly tunable thermal properties are
one of the fundamental needs for materials. Thermal smart materials, whose thermal properties can be tuned with an external
trigger, have attracted the attention of researchers. In this paper, we provide a brief review of current research advances in thermal
smart materials in recent years in terms of fundamental physical mechanisms, thermal switching ratios, and their application
value. We focus on typical thermal smart materials such as nanoparticle suspensions, phase change materials, polymers, layered
materials tuned by electrochemistry and other materials tuned by a specific external field. After surveying the fundamental
mechanisms, we present applications of thermal smart components and devices in temperature control, thermal circuits, phonon
computers, thermal metamaterials, and so on. Finally, we discuss the limitations and challenges of thermal smart materials, as
well as our predictions for future development.
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1 Introduction

The demand for active and effective management of heat
transfer is increasing in various up-to-date application sce-
narios [1-3]. The operating environment and requirements
for heat transfer in modern devices are increasingly di-
versified and complicated, as shown in Figure 1, which has
become a bottleneck for technological breakthroughs. The
size of controlled objects ranges from macro- to micro/na-
noscale, with heat flux changing substantially. For example,
microelectronic devices (e.g., IC chips) with nanometer-
scale dimensions have a high magnitude of power dissipa-

tion, with a maximum limit of more than 400 W cm−2. It has
been the key factor limiting the advances in this field since
the junction temperature of chips must be kept within a
particular range [4,5]. Meanwhile, rigorous thermal insula-
tion is required in long-distance and large-scale pipeline fluid
transport to minimize energy dissipation at the interface
between the pipeline and containing liquid [6]. Rather than
single requirements for heat dissipation or insulation, drastic
heat flux fluctuations and ambient temperature variations,
including extremely high/low temperatures in outer space,
impose a critical request on the thermal management system
of spacecraft. Variable orbital types and temperature-sensi-
tive loading equipment require spacecraft to maintain a
constant temperature despite differences in space heat flux
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[7]. Batteries, vehicles, and building envelopes all have si-
milar requirements [8,9]. In summary, when the heat source
power or ambient temperature varies over time, the tem-
perature of devices will fluctuate sharply if the thermal
management system cannot react in a timely manner. Tra-
ditional passive thermal control technology manipulates heat
transfer between the operating system and the environment
by optimizing the structure and layout of devices using
thermal coatings and other functional materials. However, it
is open-loop, which implies that the thermal management
system cannot obtain the temperature feedback of devices
and respond to the fluctuation of environmental temperature
in real time. The active thermal control technology now
available (e.g., electric heaters) has problems such as high
energy consumption and limited life [2,10,11]. Compared
with passive and active thermal control technologies, ad-
vanced and smart thermal control technologies are a poten-
tial solution for improved heat flux management. Thermal
switches, thermal regulators, and thermal transistors
[3,5,12,13] are examples of smart devices that people have
invented with dynamic and controllable characteristics of
thermal transport. Among the design principles of these ad-
vanced components, smart and reversible tuning of the
thermal conductivities of materials lies at the core, requiring
switching between the on (high) and off (low) states or a
continuous variation of the conductivity values, as shown in
Figure 2.
There is some experimental research on thermal smart

materials for improving thermal management systems.
Several mechanisms and experimental realizations have been
reported regarding the reversible manipulation of thermal
conductivities. Many methods and experimental realizations
have been documented. Thermal smart materials require an
external trigger, which could induce a drastic change in their
thermal conductivities dramatically. The most critical per-
formance parameter of thermal smart materials is the thermal
switching ratio r, which is defined as the ratio of two thermal
conductivities with or without stimuli:

r k
k= , (1)on

off

where kon and koff are the maximum and minimum thermal
conductivities of thermal smart materials, respectively. In
addition to r, response time, τ, namely the transition process
time between the on and off states, is also an important
performance parameter.
In this paper, we briefly review the research advancement

of thermal smart materials in recent years. Sect. 2 surveys
several typical types of thermal smart materials in terms of
their fundamental physical mechanisms, thermal switching
ratio, and application value. After discussing the funda-
mental mechanisms, we present applications of thermal
smart devices based on thermal smart materials in sect. 3,

such as temperature control devices, typical thermal circuits
(e.g., solid-state refrigeration), thermal metamaterials, and
even phonon computing. Finally, we discuss the difficulties
and challenges of thermal smart materials in sect. 4 and
provide a forecast for future development.

2 Mechanisms of thermal smart materials

2.1 Nanoparticle suspensions

Low-dimensional materials, such as graphene flakes and
carbon nanotubes, have excellent thermal properties [14,15].
These anisotropic nanoparticles have high thermal con-
ductivities in a specific direction. For example, the axial
thermal conductivity of carbon nanotubes could be larger
than 1000 W m−1 K−1. Accordingly, suspensions composed

Figure 1 (Color online) Challenge in thermal management systems. In
different fields, multiscale systems under the situation of variable heat flux
and extreme temperatures require active and smart thermal control tech-
nologies.

Figure 2 (Color online) Schematic of switching and continuous thermal
smart materials.
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of nanoparticles with high thermal conductivity nano-
particles and fluids are expected to improve the thermal
conductivity of the base fluid. However, previous experi-
mental results suggested that the enhancement of thermal
conductivity by incorporating nanoparticles into fluids is
limited [16,17]. The anisotropy of low-dimensional nano-
particles leads to their high thermal conductivity only when
they are oriented in a certain direction. These particles are
distributed randomly in terms of both spatial positions and
orientations in liquid solutions without external fields. In
addition, interfacial thermal resistance between nano-
particles and the surrounding fluid also limits the improve-
ment of the thermal conductivity of suspensions [9,18]. It is
notable that these anisotropic particles prefer to align along
the field direction and form chain-like structures under ex-
ternal fields such as electric fields [19], magnetic fields [20],
or shear flow [21], leading to anisotropic electric con-
ductivity or shear thinning behavior [22]. These findings
show that the thermal conductivity of the suspension should
also be tunable by manipulating nanoparticles with these
external fields [23,24]. The dynamics of these particles are
governed by translational and rotational Brownian diffusion
at equilibrium [25], while the application of some external
field will restrict the random motion and orient the particles
in a specific direction [26,27]. Using an electric field as an
example, the particles are polarized to form dipoles, which
can be further coupled with the field to generate torque to
orient the particles along the electric direction, making them
migrate to the electrodes due to dielectrophoresis and form
end-to-end contacts due to Coulomb forces [27,28]. As
shown in Figure 3(a), these chain structures could form ef-
fective thermal conductive pathways, and heat can be largely
transferred through the network, leading to the anisotropy of
thermal conductivity. The thermal conductivity in the di-
rection of the electric field is higher than that in other di-
rections. If the suspended particles create a conductive
network, theoretical models for nanoparticle suspensions
also anticipate an increase in thermal conductivity [29,30].
On this basis, Zhang et al. [31] fabricated graphene na-

nosheets/Mg-Al layered double hydroxides (GNS/LDH)
suspended in silicone oil. When a DC electric field is ap-
plied, the particles gradually pack into small ordered chains
along the electric field direction and eventually form long
chains, as shown in Figure 3(b). The largest switching ratio
of thermal conductivity is approximately r = 1.35, with a
particle volume fraction of 15% when the electrical field
strength is E = 700 V/mm. The switching ratio slightly de-
creases to r = 1.28 after a few cycles and then becomes
unchanged, as shown in Figure 3(c). The thermal con-
ductivity of the nanoparticle suspension is also tuned using a
magnetic field. Raj’s group [32-34] performed systematic
experimental studies with Fe3O4 ferromagnetic nanoparticles
suspended in an organic solution controlled by a magnetic
field. Similar to the above discussion, the ferromagnetic
particles formed chains and aligned in the direction of the
magnetic field as the magnetic field increased, leading to an
improvement in the thermal conductivity of the suspensions.
The obtained switching ratio is as large as r = 2.5 when the
magnetic field strength is B = 82 G. Altan et al. [35] have
proved that enhancement of the thermal conductivity of a
Fe3O4 suspension results in a switching ratio of r = 1.07. To
get a greater switching ratio, some researchers have used
carbon nanoparticles (e.g., graphene nanosheets) with higher
thermal conductivity and a larger respect ratio to substitute
ferromagnetic particles. Ding’s group [36] used graphite
nanoflakes suspended in a Poly-Alpha-Olefin solution as a
research system, achieving r = 3.25 with 0.8% (w/w) mag-
netic graphene at B = 425 G. After several cycles, the
switching ratio might still approach r = 3.0. Table 1 sum-
marizes the major features of the reviewed nanoparticle
suspensions. Due to the excellent properties of nanoparticles,
suspensions as thermal smart materials have a short response
time, low energy consumption, excellent reversibility, and
can continuously adjust the thermal conductivity.

2.2 Layered materials using intercalation

The microstructure of certain layered materials can be altered

Figure 3 (Color online) Schematic, microstructure, and reversibility tests of the GNS/LDH suspension under a DC electrical field. (a) Chain structures
align along the direction of the electrical field, forming effective thermal conductive paths. (b) Microstructure of the GNS/LDH suspension under a DC
electrical field. E = 300 V/mm. (c) Reversibility testing of the thermal conductivity of the GNS-LDH suspension under the on/off cycles of a DC electric field
[31].
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by intercalating additional atoms into the atomic planes of
the materials. Generally, intercalating atoms into the lattices
of layered materials induces lattice defects that enhance the
phonon scattering effects, reducing the thermal conductivity
of layered materials [37]. Some experimental studies [38,39]
have indicated that permanent intercalation could affect the
thermal conductivity of layered materials. For example, the
thermal conductivity of molybdenum disulfide [38] can be
modified by electrochemical intercalation. With increasing
lithium-ion concentration, the thermal conductivity of MoS2
decreased by four-fifths due to compositional and structural
changes caused by lithiation, as shown in Figure 4(a). In
addition to lattice defects, intercalation can change the lattice
type of certain layered materials, leading to a variation in
thermal conductivity [40]. Recently, the static and permanent
insertion has gone even further to dynamic and reversible
processes by electrochemical techniques, implying that the
thermal conductivity of layered materials could be tunable
by manipulating intercalated atoms.
LiCoO2 was considered first because of its reversible li-

thiation characteristics. Cho et al. [41] suggested a reversible
thermal conductivity LiCoO2 electrode for an electro-
chemical cell, achieving a thermal switching ratio of r = 1.5.
During the charge-discharge cycling, the LiCoO2 electrode
delithiated from Li1.0CoO2 to Li0.6CoO2 within approxi-
mately 6 h at a working voltage of U = 4.2 V. These two
distinct phase states (lithiated states and partial lithiated
states) have different thermal conductivities [42]. Further-
more, phonon scattering is also enhanced with increasing Li
vacancies, contributing equally to the decrease in thermal
conductivity. Similarly, the thermal conductivity affected by
Li+ concentration in the charge-discharge process was ob-
served for the two-dimensional van der Waals material black
phosphorus [43] presented in Figure 4(b), which also has a
high capacity for lithium-ion intercalation [44]. Lithium ions
could reversibly intercalate into black phosphorus during the
charge-discharge process. With increasing Li+ concentration,
the in-plane and out-plane thermal conductivity both de-
creased because the inserted Li atoms worked as scattering
sources for phonons in black phosphorus. The maximum
thermal switching ratio was as large as r = 1.6, with a re-
sponse time of over tens of hours. Goodson’s group [45]

demonstrated reversible thermal conductivity modulation of
nanoscale MoS2 films actuated by reversible electrochemical
intercalation of lithium ions. When Li atoms intercalate into
the MoS2 layers, the inserted atoms increase phonon scat-
tering, decrease phonon lifetime, and induce a c-axis tensile
strain [46]. The additional strain reduces the group velocity
of the phonons. Furthermore, the system partially transforms
from the 2H phase (pristine MoS2) into the 1T phase (Li-
intercalated MoS2) during the charging process, creating 2H-
1T phase boundaries along the c-axis [38], and leading to
additional phonon scattering. As a result, the thermal
switching ratio is close to r = 10.0. Yildiz’s group [47] stepped
forward to bi-directionally control thermal conductivity
based on the tri-state phase transition of SrCoOx (SCO), as
shown in Figure 4(c). The brownmillerite SrCoO2.5 (BM-
SCO) was oxygenated to perovskite SrCoO3–δ (P-SCO) via
applying an anodic bias, increasing the thermal conductivity
with r = 2.5, and was hydrogenated to H-SrCoO2.5 (H-SCO)
with a cathode bias, effectively reducing the thermal con-
ductivity with r = 4.0. When comparing BM-SCO with P-
SCO, the latter has higher lattice symmetry, fewer oxygen
vacancies, and a lower lattice constant [48,49]. This con-
tributes to a decrease in phonon scattering and an increase in
thermal conductivity. The H-SCO retained the original
brownmillerite lattice structure but introduced hydrogen
atoms as lattice defects [40], resulting in the lowest thermal
conductivity of the three. The thermal switching ratio is r =
10, and the response time is approximately 40 min. Table 2
summarizes the key characteristics of the reviewed layered
materials. The primary problem with tuning layered mate-
rials by using electrochemical methods is their long response
time. Due to the slow process of ions in and out of lattices,
the tuning process may be as long as tens of minutes or even
hours. Future research should focus on developing materials
that have faster response times to adapt to the rapid-changing
heat flux in microelectronic devices.

2.3 Phase change materials

When the ambient temperature reaches a critical threshold
and a phase transition occurs, the microstructure of the phase
change material (PCM) changes, resulting in a sudden shift

Table 1 Overview of nanoparticle suspensions

Nanoparticle Fluid External field Thermal conductivity without
external field k0 (W m−1 K−1)

Thermal switching
ratio r Type Ref.

Graphene/layered double
hydroxides silicon oil electrical field 0.15 1.4 continuous [31]

Fe3O4 (6.7 nm) kerosene magnetic field 0.14 2.5 continuous [32]

Fe3O4 (6.7 nm) hexadecane magnetic field 0.17 2.2 continuous [33]

Fe3O4 (10 nm) kerosene magnetic field 0.15 1.5 continuous [34]

Graphene Poly-Alpha-Olefin magnetic field 0.17 3.3 continuous [36]
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in the thermal conductivity [50]. The PCM will return to its
original state again if the ambient temperature rises or drops
to the original level, making it a good candidate for thermal
smart materials. According to the phase transition types,
PCMs can be divided into four categories: solid-liquid, solid-
solid, solid-gas, and liquid-gas PCMs [51]. Solid-solid and
solid-liquid PCMs have received increased attention as a
result of the huge volume shift in the solid-gas and liquid-gas
phase transition processes. Solid-solid PCMs, including
metal-insulator transition materials, magnetostructural tran-
sition materials, and phase-change memory materials, have
stable physical states and properties, enabling them to be
used in a broad range of applications. Solid-liquid materials
are mainly composite materials composed of organic fluids
and solid particles that have high thermal conductivity.
Different types of nanoparticles might be added to the base
fluid to provide different phase transition points and thermal
switching ratios.

2.3.1 Metal-insulator transitions
The metal-insulator transition (MIT) can tune the electrical
conductivity of certain materials drastically. VO2 is a well-
known MIT material [52] whose electrical conductivity σ

may change by five orders of magnitude at the phase tran-
sition temperature T = 340 K. Considering the Wiedemann-
Franz (WF) law, which illustrates that electrons and phonons
make the same magnitude of contributions to the thermal
conductivity in the metallic state and only phonon conduc-
tion dominates in the insulating state, the thermal con-
ductivity of VO2 in the MIT process is expected to change
dramatically. However, the thermal conductivity of VO2 bulk
materials remains almost unchanged around the phase tran-
sition point [53,54]. Xie et al. [55] developed a single-crystal
VO2 nanobeam structure but only achieved a thermal
switching ratio of r = 1.1 at T = 340 K within several sec-
onds, despite the fact that it possessed high electrical con-
ductivity in the metallic state. Dahal et al. [56] proposed a V-
VO2 core-shell structure with a thermal switching ratio of r =
1.2 at T = 340 K. Electrons transferred from the metallic V to
the surrounded metallic VO2, leading to a higher electron
thermal conductivity kel. Kizuka et al. [57,58] indicated that
the thermal switching ratio of polycrystalline VO2 films at
T = 340 K might reach as large as r = 1.6 in the cross-plane
direction. These results are not as high as expected; the
possible explanations may be that the phonon thermal con-
ductivity kph decreases in the transition to the metallic state,

Figure 4 (Color online) Schematic (upper) and crystal structure (lower) of typical layered materials with electrochemical control. (a) MoS2 [38]; (b) black
phosphorus [43]; (c) SCO [47].

Table 2 Overview of layered materials

Material Responding time τ (h) Thermal conductivity without
charging k0 (W m−1 K−1)

Thermal switching
ratio r Type Ref.

LiCoO2 3.0 5.4 1.5 continuous [41]

Black phosphorus 36.0 4.0 1.6 continuous [43]

MoS2 0.25 16.0 10.0 continuous [45]

SCO 0.67 1.7 10.0 continuous [47]
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although the electron thermal conductivity kel increases as
the WF law predicts, or that the WF law is not valid in the
metallic state [53,54]. Lee et al. [59] discovered that phonon
thermal conductivity, kph, remains almost unchanged
throughout the MIT process and that electrons in the metallic
state contribute substantially less than the WF law antici-
pated by the first-principles method. Furthermore, the phase
transition temperature of VO2 decreased to T = 310 K, and a
thermal switching ratio of r = 1.5 was achieved if the VO2

nanobeam was doped with a few percent W [59], as shown in
Figure 5(a). The authors indicated that the VO2 in the me-
tallic state tends to behave as WF laws predict, with in-
creasing W concentration.

2.3.2 Magnetostructural transitions
Heusler alloys are magnetic intermetallics with face-centered
cubic crystal structures that exhibit unique properties such as
magnetoresistance, ferrimagnetism, and semimetallicity
[60,61]. At the phase transition temperature, a structural
transformation of Heusler alloys from paramagnetic auste-
nite to ferromagnetic martensite occurs, which may be re-
cognized as a magnetostructural first-order phase transition.
The behavior of kel throughout the transition process corre-
lates with the behavior of σ: it increases sharply when the
temperature rises above the critical point. This phase tran-
sition might potentially result in the formation of twin
boundaries, which would increase phonon scattering while
decreasing thermal conductivity. Batdalov et al. [62] pro-
posed a Ni45.37Mn40.91In13.72 alloy with a thermal switching
ratio of r = 1.6 at T = 325 K. Zheng et al. [63] discovered that
MnxMGe (M = Co, Ni) alloys transformed from the mar-
tensitic to austenitic phase, with the phase transition tem-
perature varying between 300-600 K depending on the
material composition. The maximum thermal switching ratio
is r = 1.4 for Mn1.014NiGe at T = 600 K. A similar behavior
was also observed in Mn1.007CoGe with r = 1.2. Zheng et al.
[64] later presented a new type of Heusler alloy, the poly-
crystalline NiMnIn alloy shown in Figure 5(b), achieving r =
1.7 at T = 320 K.

2.3.3 Phase change memory
Chalcogenide phase-change memory materials, such as
Ge2Sb2Te5 (GST), GeTe4, and GeTe, may switch between
crystalline and amorphous states at room temperature [65].
The phase change memory material is amorphous at low
temperatures in which the coherences (coupling of vibra-
tional modes) make the greatest contribution to heat con-
duction, resulting in poor thermal conductivity [66]. At the
phase transition temperature, it turns into a hexagonal phase,
in which electrons contribute more to heat conduction, in-
creasing its thermal conductivity [67]. Fast cooling will
cause phase change memory material to become amorphous
at room temperatures, while fast heating causes phase change
memory material to crystallize again above the transition
temperature. The thermal conductivity of GSTcan change by
a factor of 7.5 at room temperature [68]. Reifenberg et al.
[69] reported an increase in k as large as r = 3.0 for GST
films at T = 298 K. Ghosh et al. [70] demonstrated a GeTe
film with r = 6.2 at T = 453 K, as shown in Figure 5(c).

2.3.4 Composite materials
Composite materials with liquid-solid phase transitions have
switchable thermal conductivities. As shown in Figure 6,
Zheng et al. [71] first began their investigation using a gra-
phene/hexadecane hybrid. They observed that the graphene
sheets contacted each other, formed agglomerates, and
clustered the grain boundary across the phase transition of
hexadecane, establishing a thermal conductive network. The
thermal conductivity of the composite is increased by the
effective thermal conductive network, resulting in a thermal
switching ratio of r = 3.2 at T = 291 K. The switching ratio
did not change significantly after several cycles. Many ex-
perimental measurements [72-77] for different liquids and
containing particles were performed, also achieving r in the
range of 1.5-3.5.
The key characteristics of the reviewed phase change

materials are summarized in Table 3. Because the PCMs are
activated by ambient temperature, they are excellent for
adaptive adjustment. However, the phase transition tem-

Figure 5 (Color online) Thermal conductivity variation of solid-solid phase change materials as a function of temperature. A sharp change in thermal
conductivity occurs at the phase transition point. (a) VO2 doped with W, where x is the volume content of W [59]; (b) Ni-Mn-In alloy [64]; (c) GeTe [70].
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perature for a specific PCM is fixed and usually deviates
from room temperature. Although changing the proportion of
components may control the phase transition temperature of
certain PCMs, it is still a significant problem to be resolved.

2.4 Polymers

The state of soft matter, especially polymers, lies between

solids and perfect fluids and includes various kinds of sys-
tems which can deform or change microstructure in response
to the environmental stimuli of varying magnitudes of ther-
mal fluctuations [78]. As shown in Figure 7, the polymers
could respond sensitively to the stimuli with an energy scale
comparable to room temperature thermal energy, implying
that minor external effects, including light excitation, elec-
trical and magnetic effects, pressure and temperature gra-
dient, could cause a significant and reversible change in the
structure and performance of them [79]. This characteriza-
tion makes it an excellent and outstanding candidate for
thermal smart materials.
Shin et al. [80] produced a light-responsive azobenzene

polymer with a thermal conductivity that could switch be-
tween high and low thermal conductivity states under UV
and green light illumination. As shown in Figure 7(a), when
exposed to UV light, the azobenzene groups of the polymer
transform from trans state to cis state, leading to changes in
the π-π stacking geometry and driving the crystal-to-liquid
phase transition. When exposed to green light, the azo-
benzene groups return to the planar state again, resulting in a
switching ratio of r = 3.5. Li et al. [81] proposed poly(N-
isopropylacrylamide) (PNIPAM) as a thermoresponsive

Figure 6 (Color online) Liquid-solid phase change materials. (a) Optical
images of melted graphite-hexadecane composite. (b) Optical images of the
frozen graphene-hexadecane composite. The graphene contacted better and
clustered along the grain boundary when frozen. The scale bar is 200 μm.
(c) Thermal conductivity variation of the composite as a function of tem-
perature [71].

Table 3 Overview of phase change materials

Material Mechanism Phase transition
temperature Tc (K)

Thermal conductivity
below Tc k0 (W m−1 K−1)

Thermal switching
ratio r Type Ref.

VO2 nanobeam MIT 340 13.0 1.1 switching [55]

V-VO2 core-shell structure MIT 340 8.1 1.2 switching [56]

VO2 polycryswitchingtalline film MIT 340 3.6 1.6 switching [57]

VO2 doped with W MIT 310 3.8 1.5 switching [59]

Ni45.37Mn40.91In13.72
magnetostructural

transition 325 5.8 1.6 switching [62]

Mn1.014NiGe
magnetostructural

transition 600 11.0 1.4 switching [63]

Mn1.007CoGe
magnetostructural

transition 600 7.0 1.2 switching [63]

Ni51.7Mn34.3In13.9
magnetostructural

transition 320 7.5 1.7 switching [64]

Ge2Sb2Te5 phase change memory 300 0.2 7.5 switching [68]

GeTe phase change memory 453 0.4 6.2 switching [70]

Graphene/
hexadecane solid-liquid transition 291 1.2 3.2 switching [71]

Inverse micelle/hexadecane solid-liquid transition 291 0.2 1.6 switching [72]

Copper nanowire/
hexadecane solid-liquid transition 291 0.2 2.3 switching [73]

Carbon nanotube/sodium
deoxycholate solid-liquid transition 300 0.2 2.9 switching [74]

Carbon nanotube/
hexadecane solid-liquid transition 291 0.2 3.0 switching [75]

Graphite nanofiber/
paraffin solid-liquid transition 329 0.4 1.8 switching [76]

Carbon black/
octadecane solid-liquid transition 303 0.2 3.3 switching [77]
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polymer aqueous solution with a dramatic change in thermal
conductivity at the phase transition temperature, achieving a
thermal switching ratio up to r = 1.15 at T = 304 K. The
possible explanation for the observed change might be the
breaking of the hydrogen bonds between PNIPAM and wa-
ter. When these bonds are broken, the intramolecular inter-
actions of PNIPAM dominate above the phase transition
temperature. After the transitions, PNIPAM shrinks and ex-
pels water, increasing the interfacial thermal resistance and
yielding a reduction of thermal conductivity. Shrestha et al.
[82] also reported a crystalline polyethylene nanofiber as a
PCM with tunable thermal conductivity, as shown in Figure
7(b). The structural transition occurring at the phase transi-
tion temperature causes a drastic change in the polymer from
a trans state to a combined trans-gauche state, impacting the
phonon transport in the polymer. A thermal switching ratio
of r = 8.0 at T = 430 K was achieved across the structural
phase transition. Zhang et al. [83] revealed that, at the phase
transition, the segmented rotation of polyethylene polymer
chains causes the chain structure to become disordered, af-
fecting the phonon transfer along the chains and reducing the
thermal conductivity via a simulation method. Tomko et al.
[84] hypothesized a class of tandem repetition (TR) proteins
that have variable thermal conductivities triggered by hy-
dration. The TR proteins are composed of repeat units, in-
cluding both crystalline and amorphous strands, as shown in
Figure 7(c). In the ambient state, the heat transmission in the
protein is restricted by the amorphous domains. Even though
the crystalline domains have high thermal conductivity,
phonon scattering in the amorphous domains will reduce the

thermal conductivity of whole proteins. When the TR pro-
teins are hydrated, their thermal conductivity increases,
achieving r = 4.0. The possible mechanisms are that the
amorphous domains and the morphology of whole proteins
are affected by hydration and TR and influence the heat
transfer in whole chains. Shin et al. [85] prepared liquid
crystal polymers by photopolymerizing the nematic mono-
mers, as shown in Figure 7(d). When applying a magnetic
field, the liquid crystal polymers align along the direction of
the applied field, reaching a thermal switching ratio of r =
1.4. Table 4 summarizes the essential characteristics of the
reviewed polymers. Polymers react well to a wide range of
external stimuli, and their electrical, optical, and mechanical
properties are tunable and useful in various applications.
However, in the absence of an external field, their thermal
conductivities are often relatively low.

2.5 Materials responding to a specific field

2.5.1 Electrical field
Although heat transfer in most materials is independent of
electrical fields, certain ferroelectric materials that polarize
spontaneously in the presence of an electrical field can be
suitable candidates for thermal smart materials [86]. The
ferroelectric materials are made up of numerous domains
which have different polarization orientation directions. As
shown in Figure 8(a), when an electrical field is applied,
these domains will polarize and align along the direction of
the electrical field. When the polarization reaches a max-
imum, almost all these domains align in the direction of the

Figure 7 (Color online) Diagram of polymers with different external excitations. (a) Azobenzene polymers [80]; (b) polyethylene nanofiber [82]; (c)
tandem-repeat protein [84]; (d) liquid crystal [85].
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electrical field, and the domain wall density decreases. Be-
cause domain walls scatter phonons in the same way as grain
boundaries, the decrease in their density could improve heat
transmission in ferroelectric materials and increase their
thermal conductivity [87,88]. Based on that, Ihlefeld et al.
[89] achieved active and reversible tuning of thermal con-
ductivity by manipulating the nanoscale ferroelastic domain
structure of a Pb(Zr0.3Ti0.7)O3 bilayer film. An improvement
in thermal conductivity as large as r = 1.08 was observed
when E = 475 kV/cm. Foley et al. [88] also observed a si-
milar phenomenon for a PZT film with r = 1.13 when E =
100 kV/cm, as shown in Figure 8(b). Yiğen and Champagne
[90] demonstrated thermal modulation of graphene sus-
pended on a Si/SiO2 substrate. A thermal switching ratio of r
= 2.0 was observed when the voltage U = 5 V. The possible
mechanism is that electrons moved as heat carriers in the

graphene and substrate, and their numbers increased when
the bias was applied, causing kel to improve. Some ferro-
electric materials’ thermal conductivity changes as a result of
ferroelectric phase transitions caused by an electrical field.
Kalaidjiev et al. [91] changed the thermal conductivity of
triglycine sulfate to r = 1.2 with E = 4.2 kV/cm by applying
an electrical field, which caused a second-order ferroelectric
phase transition change, leading to the change in the thermal
conductivity. The electrical field probably causes a leveling
of curve slopes at energies of acoustic and long-wavelength
transverse optical vibrations. Deng et al. [92] used an elec-
trical field to manipulate the atomic structure of the organic
ferroelectric material polyvinylidene fluoride (PVDF) to
change its thermal conductivity. The PVDF is polarized with
the help of an electric field. When an electric field is applied,
the inter-chain structure becomes highly ordered, which re-

Table 4 Overview of polymers

Material External field Thermal conductivity without
external field k0 (W m−1 K−1)

Thermal switching
ratio r Type Ref.

Azobenzene polymer light 0.10 3.5 switching [80]

PNIPAM temperature 0.61 1.2 switching [81]

Polyethylene nanofiber temperature 5.14 8.0 switching [83]

TR protein hydration 0.25 4.0 switching [84]

Liquid crystal network magnetic field 0.20 1.4 continuous [85]

Figure 8 (Color online) Typical materials tuned by an electrical/magnetic field. (a) Change in domains with an external field in ferroelectric/ferromagnetic
materials. These materials consist of many domains with randomly spontaneous polarization directions. When applying an external field, these domains
polarize and align in a similar direction along the external field, and the domain wall density decreases. Removing the external field, these domains orient
themselves randomly again. (b) Thermal conductivity variation of PZT film as a function of time with electrical field switching [88]. (c) Thermal conductivity
variation of the Co/Cu multilayer film as a function of magnetic field [94].
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duces phonon scattering and improves thermal conductivity.
The thermal conductivity could be tuned to a value as large
as r = 1.5. The authors [93] also found that the thermal
conductivity of organic nylon could be tuned by regulating
its hydrogen bond with an electrical field, and the thermal
switching ratio could reach r = 1.5.

2.5.2 Magnetic field
Due to WF principles, the classical magnetoresistance (MR)
model [94] predicts that the magnetic field reduces the
electrical conductivity of metals or semiconductors and
hence reduces the thermal conductivity. However, this effect
can be ignored for most metals at room temperature [95]. MR
effects are more visible in semiconductors. The thermal
conductivity of bismuth-antimonide alloy, for example, has a
thermal switching ratio of r = 1.2 with B = 0.75 T [96]. In
addition to the standard MR effect, the giant magnetoresis-
tance effect [97] drew a lot of interest. The effect occurs in
materials that are composed of ferromagnetic domains se-
parated by nonmagnetic layers. Because the ferromagnetic
domains orient randomly in the absence of a magnetic field,
the material’s electrical conductivity is relatively low. When
applying a magnetic field, the domains tend to align with the
magnetic field direction, increasing electrical and thermal
conductivity. Kimling et al. [98] found that the thermal
conductivity of Co/Cu multilayer films could be as large as r
= 1.4 with B = 0.6 T, and its response time is on the order of
microseconds. Magnons, like electrons and phonons, are heat
carriers in some ferromagnetic materials. Magnons are
quasiparticles that collectively excite the spin structures of
electrons in crystal lattices [99]. Magnons can carry both
energy and lattice momentum. The properties of magnons
can be tuned by applying a magnetic field. When applying a
magnetic field over a critical value, magnons will be re-
stricted from contributing to thermal transport, reducing the
thermal conductivity of ferromagnetic materials. Dhara et al.
[100] reported a thermal conductivity adjustable InAs na-
nowire, whose thermal switching ratio can be as large as r =
2.3 with B = 6 T. Similarly, Huang et al. [101] investigated a
ferromagnetic Ni nanowire with r = 2.7 when B = 0.2 T.
Some antiferromagnetic materials also exhibit thermal
switching behaviors at extremely low temperatures. Zhao et
al. [102] proposed an antiferromagnetic Co3V2O8 single-
crystal that could operate at temperatures below 12 K. When
a magnetic field is applied, Co3V2O8 transformed between
paramagnetic and ferromagnetic states through a series of
magnetic phase transitions. The phonon scattering is en-
hanced across the transition, and the thermal conductivity of
Co3V2O8 is reduced, achieving a thermal switching ratio of
approximately r = 100.

2.5.3 Strain
The external pressure may cause a configurational change in

certain materials, resulting in variations in their thermal
properties. McGuire et al. [103] proposed a phase transition
from fcc phase state to bcc state in a NaCl crystal induced by
pressure, leading to r = 1.6. Talyzin et al. [104] reported
phase transitions in LiBH4 structures, where the α-LiBH4

transforms into β-LiBH4 when applying external pressure, as
shown in Figure 9(a). When the pressure P = 0.7 GPa, a
switching ratio as large as r = 2.3 was achieved. Some low-
dimensional nanomaterials also show thermal switching
behaviors with strain. Li et al. [105] used a molecular dy-
namics simulation method to investigate the effects of strain
on the lattice thermal conductivity of low-dimensional sili-
con materials. The thermal conductivities of strained silicon
nanowires and thin films were shown to decrease con-
tinuously when the strain changed from compressive to
tensile because the mode-specific group velocities of the
phonon-specific heat of each propagating phonon mode de-
creased continuously during the process, as shown in Figure
9(b). Yang et al. systematically studied the effects of strain
on the thermal conductivity of one-dimensional nanomater-
ials, including molybdenum disulfide nanotubes [106], one-
dimensional van der Waals heterostructures (carbon-boron
nitride) [107], and epoxy resin [108,109]. The substantial
change in thermal conductivity caused by axial strain is also
on account of the decrease in phonon group velocity and
phonon relaxation time, which is induced by increased
phonon scattering. The strain effectively tunes the thermal
conductivity of these one-dimensional materials, with a
maximum switching ratio of r = 2.5. Zeng et al. [110] ex-
perimentally demonstrated this phenomenon with strained
multilayer graphene, whose thermal conductivity decreased
with r = 1.4 when a tensile strain of 1% was applied. In
addition, Du et al. [111] prepared a compressible graphene
composite foam material. When compressing the composite
to squeeze out the air in the pores (Figure 9(c)), the thermal
conductive paths are formed, increasing the thermal con-
ductivity of the composite. When the compression ratio is
80%, a switching ratio of r = 8.0 can be achieved. The key
aspects of the above materials that can be tuned by specific
fields are summarized in Table 5.

3 Potential applications

Since we have fully discussed the mechanisms and perfor-
mances of thermal smart materials, we now evaluate the
potential applications of these materials in the industry.
Thermal smart materials are the basis of thermal smart
components and devices with dynamic and controllable heat
transfer characteristics, including thermal switches, thermal
resistors, and thermal regulators. A variable thermal resistor
might adjust its thermal conductance continuously like a
variable electrical resistor, thereby stabilizing the working
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Figure 9 (Color online) Structural change of typical materials under pressure. (a) LiBH4: XRD patterns and Raman spectra obtained during compression.
These changes in peaks are interpreted in terms of a phase transition from ambient pressure α-LiBH4 to a high-pressure β-LiBH4 phase [104]. (b) Silicon
nanowires: phonon-dispersion curves and normalized specific heat of silicon nanowires under different strains, where negative value denotes compressive
strain and positive value denotes tensile strain. Under tensile strain, both phonon group velocity and specific heat decrease [105]. (c) Graphene composite
foam: the uncompressed and compressed states of composites [111].

Table 5 Overview of materials tuned by specific fields

Material External field Thermal conductivity without
external field k0 (W m−1 K−1)

Thermal switching
ratio r Type Ref.

PZT film electrical field 1.4 1.1 switching [88]

Pb(Zr0.3Ti0.7)O3 film electrical field 1.2 1.1 switching [89]

Si/SiO2 electrical field 2.0 2.0 continuous [90]

Triglycine sulfate electrical field 4.1 1.2 switching [91]

Polyvinylidene fluoride electrical field 0.2 3.3 switching [92]

Organic nylon electrical field 0.3 1.5 switching [93]

Bismuth-antimonide alloy magnetic field 3.2 1.2 continuous [96]

Co/Cu multilayer film magnetic field 18.0 2.0 continuous [98]

InAs nanowire magnetic field 0.2 2.5 continuous [100]

Ni nanowire magnetic field 32.0 2.7 continuous [101]

Co3V2O8
single-crystal magnetic field 1.0 100.0 continuous [102]

NaCl crystal pressure 11.9 1.6 switching [103]

LiBH4 pressure 1.5 2.3 switching [104]

Molybdenum disulfide nanotube pressure 15.0 2.5 continuous [106]

Carbon-boron nitride pressure 235.1 1.6 continuous [107]

Epoxy resin pressure 0.1 2.2 continuous [109]

Multilayer graphene pressure 551.0 1.4 continuous [110]

Graphene
composite foam pressure 50.0 8.0 continuous [111]

Liquid metal foam pressure 5.1 3.5 continuous [112]
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temperature of heat-generating devices or other equipment
sensitive to temperature. The thermal conductivity of thermal
switches might flip between the high (on) and low (off) states
when activated by appropriate external fields. The thermal
characteristics of the phase transition material-based thermal
regulator might change with the ambient temperature. When
a critical transition temperature is reached, the thermal
conductance of the thermal regulator varies dramatically.
Thermal switches and regulators are important components
in certain thermal circuits that allow precise temporal and
spatial heat flux control, thus conserving energy and im-
proving energy efficiency. These thermal smart components
are fundamental for designing thermal logic gates and ther-
mal memory elements, providing the possibility for pho-
nonic computing. Furthermore, thermal smart materials may
also be employed as thermal metamaterials, allowing them to
perform additional functions.

3.1 Variable thermal resistor

Variable thermal resistors are the critical component of
thermal control systems that demand continuous heat flux
control to stabilize device operating temperature by tuning
the thermal conductivities in real time. This thermal com-
ponent has the potential to be used in batteries, spacecraft,
vehicles, and thermal energy storage systems. Du et al. [111]
demonstrated a variable thermal resistor using a compres-
sible graphene foam composite that has open pores and an
interconnected network. When compressing the composite
and squeezing out the air in the pores, thermal conductive
paths are generated, increasing the thermal conductivity of
the composite. Partial compression makes any thermal con-
ductance between the high and off state accessible. The setup
of testing experiments is demonstrated in Figure 10(a). The
environmental chamber results showed that the variable
thermal resistor could keep the operating temperature con-
sistent when the ambient temperature changed by 10 K or the
heating power changed by 2.7 times. Similarly, Yu et al.
[112] proposed a stretchable liquid metal foam elastomer
composite with both tunable electrical and thermal con-
ductivity under strain, as well as stretching-enhanced elec-
tromagnetic-interference shielding effectiveness. Due to
conductive network elongation and reorientation, a thermal
switching ratio of r = 16.0 was achieved under a considerable
strain of 400%. Stretchable electronics, such as wearable
electronics, would benefit greatly from these properties of
variable resistors [113]. Based on the phonon-folding scat-
tering effect on large-area graphene [114,115], Song et al.
[114] presented an instantaneously adjustable thermal re-
sistor using foldable graphene. By folding and unfolding
graphene through applied strain, a continuous change in
thermal conductivity as large as r = 3.0 can be achieved.
Based on graphene/layered double hydroxides-silicon oil

nanoparticle suspensions, Cao et al. [31,116] designed a
variable thermal resistor whose thermal conductivity can be
tuned continuously by an electrical field. This thermal re-
sistor was used in the lithium-ion battery module of a sa-
tellite thermal management system [117]. The diagram of the
battery installation structure with a thermal resistor is shown
in Figure 10(b). When the heat consumption of the battery
changes, the strength of the electric field can be changed
synchronously, which adjusts the thermal resistance of the
resistor to maintain the operating temperature of the battery.
The results of the on-orbit thermal analysis indicated that the
temperature uniformity was improved by approximately 8%,
while the heater power demand was reduced by more than
15% with the thermal resistor. In addition, the thermal re-
sistor has no moving components, uses less energy, and has a
quick response time.

3.2 Energy conservation

Air conditioning systems are widely used to keep indoor
temperatures steady during the day and night for human
activities; even the outdoor temperatures and conditions vary
significantly. However, temperature control consumes a lot
of energy—48% of total residential energy and 35% of total
commercial energy [118]. Thermal smart devices, such as
thermal switches, may be used to control the thermal con-
ductance of building envelopes. Menyhart et al. [119] de-
monstrated the use of thermal smart materials in building
envelopes via a simulation method. The authors assumed that
materials with adjustable thermal conductivities could allow

Figure 10 (Color online) Variable thermal resistors. (a) Schematic of the
testing experiments for the graphene composite resistor. The heater is in-
stalled on the insulating layers to prevent heat dissipation. The composite
can be compressed to a different ratio by adjusting the middle plate [111].
(b) Schematic of the GNS/LDH resistor in the satellite battery installation
structure. The thermal resistor is arranged between the bottom plate of
lithium-ion batteries and the heat pipes [117].
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building envelopes to be insulated during the day to prevent
heat flow from the outside and conduct heat from the
building at night. The performance of thermal smart mate-
rials varied drastically depending on the weather conditions,
with the energy savings ranging from 7% to 42%. Koenders
et al. [120] also presented how to use thermal switches as
construction elements to reduce the energy consumption of
building systems using a simulation method. The simulation
results showed that it can achieve an r = 9.0 compared with
the insulating state. With thermal switches, over 70% fewer
comfort exceedance hours were achieved, and the specific
annual heating demand was reduced by about 20%.

3.3 Solid-state refrigeration

Solid-state refrigeration systems are excellent alternatives to
vapor-compression refrigeration systems because they are
convenient, energy-efficient, and environmentally friendly
[121]. Solid-state refrigeration is based on the caloric effect
of some refrigerant materials. When external fields (e.g.,
electrical fields) are applied, the temperature of these re-
frigerant materials will fluctuate, achieving the refrigerating
objective. Figure 11 depicts a typical procedure for solid-
state refrigeration systems. The heat flows in a cyclic pro-
cess, from the heat source to the refrigerant material without
an external field and then from the refrigerant material to the
heat sink with an external field. In both the adiabatic and
isothermal phases of the cycle, thermal switches and thermal
regulators might restrict undesirable heat flow (e.g., heat flux
from the heat sink to the refrigerant material), improving the
energy efficiency and permitting a high energy density of the
device.
In the electrocaloric refrigeration cycle, electrocaloric

(EC) materials can cyclically work as thermal switches,
making and breaking thermal contact between the hot source
and the cold sink. Epstein et al. [122] applied thermal switch
based on liquid crystal with r = 3.0 in an EC cooling device.
Some polymers can deform or translate when an electrical
field is applied, accompanied by electrocaloric effects. On
this basis, some researchers proposed thermal switches made
of EC materials. Neese et al. [123] employed a ferroelectric
[P(VDF-TrFE)] copolymer working as a thermal switch in
the refrigeration cycle. Ma et al. [124] developed a P(VDF-
TrFE-CFE) flexible polymer as a thermal switch that could
adjust the thermal contact between the EC materials and the
heat source/sink. This refrigeration system achieved a coef-
ficient of performance (COP) of 13 and specific cooling
power (SCP) of 2.8 W/g. Magnetocaloric solid-state re-
frigeration systems also attracted attention due to their po-
tential to improve cooling efficiency. Silva et al. [125]
theoretically investigated thermal switches made from a type
of thermal smart material whose thermal resistance is con-
trolled by a magnetic field. They discovered that the devices

could achieve a COP of 1.5 and an SCP of 2.75 W/cm2 via a
simulation method. Utaka et al. [126] proposed that a thermal
switch with ferromagnetic material effectively improves the
system performance, achieving a COP of 30.0.

3.4 Cryogenics

Cryogenics can provide the required operating environment
for some high-sensitivity devices or weak signal measure-
ments [127]. Adiabatic demagnetization refrigeration (ADR)
is a typical cryogenic refrigeration technology based on the
magnetocaloric effect [128]. Thermal switches, which can
provide good thermal connection or isolation to the heat sink,
are as essential in ADR as in room temperature refrigeration.
Low temperature superconductors could work as thermal
switches, with low thermal conductivity below the critical
temperature and high thermal conductivity when a magnetic
field is applied [129]. Table 6 shows several types of metals
which can achieve a thermal switching ratio of r > 100 when
magnetic fields are kept below a critical temperature. Kru-
sius et al. [130] developed a superconductor thermal switch
using Zn films with a thermal sensitivity of less than 50 mK.
Furthermore, at very low temperatures, the magnetoresistive
effects might cause the thermal conductivity of compensated
metals to fluctuate by five orders of magnitude. To increase
the performance of ADRs, Bartlett et al. [131] designed a
tungsten magnetoresistive heat switch. The thermal switch-
ing ratio is r = 1.75×104 at T = 1.5 K with B = 1.8 T.

Figure 11 (Color online) Thermodynamic solid-refrigeration cycle. The
heat flows as a cyclic process. The cycle is composed of four processes. In
the process 1→2, the applied external field increases the refrigerant ma-
terial temperature T by ΔT. During the process 2→3, heat flows from the
refrigerant material to the heat sink. Removing the external field in the
process 3→4 cools the refrigerant material, and in the process 4→1, heat
flows from the heat source to the refrigerant material, achieving the re-
frigeration purpose [121].
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3.5 Thermal computers

Thermal switches and regulators are critical components in
designing thermal logic gates. Theoretical designs are al-
ready available for most thermal logic gates, such as AND,
OR, and NOT thermal logic gates. In thermal circuits,
Boolean states can be defined as high and low temperature
values, Ton and Toff, analogous to the “1” and “0” states in
electric circuits. To achieve a thermal logic gate, a basic
component that binarizes the input temperature is required.
The component should output Toff (Ton) if the input tem-
perature is lower (higher) than the critical value Tc between
Toff and Ton. Thermal switches [132] may be used to create
these components. Considering the thermal switch in Figure
12(a), when the gate temperature TG is near but not at Toff or
Ton, the junction node temperature TO will be closer to Toff or

Ton owing to the heat flux in the device. When these thermal
switches are connected in series, the final output will be very
close to Toff or Ton precisely. Based on that, NOT, AND, and
OR gates can all be implemented using this method. How-
ever, there are still certain theoretical and experimental ob-
stacles to achieve these experimentally. Interfacial thermal
resistance and heat leakage are inevitable problems in the
connection of thermal devices. The theories offer limited
accuracy for nanoscale interfacial resistance predictions,
which makes the series structure not ideally work. Further-
more, the heat flux and thermal resistance of a single thermal
device can no longer be precisely regulated to sufficiently
realize logic functions. In addition to thermal logic gates,
phononic computing requires thermal memory elements that
can store information based on temperature. Xie et al. [55]
suggested a viable solid-state thermal memory system based
on the MIT of single-crystal VO2 nanobeams, as shown in
Figure 12(b). The VO2 nanobeam could store and retain
thermal information with two temperature states as input Tin
and output Tout for reading and writing, achieving a nonlinear
response in temperature. Applying voltage could improve the
performance of these thermal memory elements. The ele-
ment continued to work normally after over 150 cycles,
proving its reliability.

3.6 Thermal metamaterials

Metamaterials are artificial materials engineered to have
unique properties compared to natural materials. The meta-
materials are often constructed with a repetitive pattern,
which distinguishes them from the original materials but
makes their qualities reliant on the specified structures [133].
The anisotropy of their effective thermal conductivities can
be engineered in a wide range by using composite structures.
Because of their designed architectures, metamaterials could
be used to explore physics mechanisms or be applied in in-
dustry. Manipulating waves, such as blocking, absorption,
and enhancement, is possible by regulating the shape, size,
and distribution of electromagnetic metamaterials [134]. As
electromagnetic metamaterials advance, thermal metama-
terials are also developing, and they are becoming an ef-
fective solution to control heat flux [135]. Fan et al. [136]
developed a theoretical system of transformation thermology
and used it to design thermal cloaking. As shown in Figure
13(a), a thermal cloak is characterized by a temperature
gradient of zero in the central domain and an unaffected
temperature field outside this domain, making it able to hide
an object from detection by thermal observation outside the
cloak. Narayana et al. [137] made the first manufactured
thermal cloak made of multilayered composite experimen-
tally, proving the transformation theory. Thermal cloaking
may be expanded into switchable devices using thermal
smart materials with temperature-dependent thermal con-

Table 6 Several superconductors as heat switches with magnetic field
[127]

Material
Critical transition

temperature
Tc (K)

Critical magnetic
field strength
Bc (mT)

Practical upper
temperature
Tupper (K)

Zn 0.85 5.3 <0.1

Al 1.2 10.5 0.1

In 3.4 29.3 0.5

Sn 3.7 30.9 0.52

Pb 7.2 80.3 0.5

Figure 12 (Color online) Thermal logic gate and thermal memory device.
(a) Sketch of a thermal logic gate. It is composed of a source, a drain, and a
gate. The temperatures in the source and drain are set as fixed values (TD =
Toff, TS = Ton). As a thermal switch, the heat flux in the junction nodes O
and O′ can be controlled by adjusting TG to different values [132]. (b)
Experimental realization of the thermal memory element. Left is a sche-
matic illustration of the thermal memory element. It is composed of an
input terminal (Tin), an output terminal (Tout), and a conductive channel
connecting the input and output terminals. The input and output terminals
are connected to the substrate (Tbase). Right is the reversibility test. The
inset presents the cycles of Write HIGH-Read-Write LOW-Read [55].
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ductivities. Li et al. [138] demonstrated temperature-depen-
dent transformation thermology by introducing materials
with tunable thermal conductivities. At the critical tem-
perature threshold, the thermal conductivities of the base
materials should change sharply, and phase change materials
could be applied here. Shen et al. [139] proposed a thermal
resistor made of phosphor copper and shape memory alloy
(SMA) that functions as a thermal smart material. Using two
types of SMAs, when the ambient temperature changes, the
temperature in the central domain can be stabilized (Figure
13(b)). In addition to thermal cloaking, thermal concentrat-
ing also attracts attention because it increases the central heat
flux without affecting the outside temperature distribution
and helps harvest heat energy. Li et al. [140] proposed a
flexible and switchable thermal concentrating device made
of phase change materials. In addition, thermal convection is
an effective method to modify the heat transfer in moving
matter. In forced thermal convection where the background
material is in motion, the velocity of the background material
is a continuously tunable parameter that could modify the
heat transfer directly, leading to the variation of effective
thermal conductivity. Li et al. [141] proposed a mechanically
rotating system that mimics a solid-like material whose
thermal conductivity dynamically covers a wide range. It can
achieve the effects of thermal zero-index cloaking. Xu et al.
[142] reported an analog thermal material whose effective
conductivity can be tuned from near-zero to near-infinity
thermal conductivity via thermal convection.

4 Summary and outlook

Although research on thermal smart materials has gone
through several years, it is still in the preliminary stage.
Recently, the materials and excitation methods have become
diversified and easily manipulated, which is more suitable
for practical applications. Thermal smart components and
devices based on thermal smart materials indicate a new
frontier, which can allow more active and effective thermal
control, improve thermal management performance and even

inspire new techniques, such as thermal computers. The
thermal switching ratio of available thermal smart materials
has been gradually increasing and can reach near r = 10 in the
laboratory now. However, most studies still fail to in-
dustrialize. One important reason is that their characteristic
performances are flawed. For example, using electro-
chemical methods to tune the thermal conductivity of layered
materials, the response time is at least on the order of min-
utes, not adapting to the needs of fast adjustment. Although
polymers have good responses to external fields, their ther-
mal conductivity is quite poor, reducing their application
value. To go further in this field, thermal smart materials
should perform much better than in current studies. Fur-
thermore, current studies mainly focus on the thermal
switching ratio, but other performance parameters, such as
recyclability, response time, the absolute value of thermal
conductance, and economic efficiency, all play key roles.
In the future, nanomaterials with excellent thermal prop-

erties, such as carbon nanotubes or graphene, could make
more contributions to this field. Nanoscale thermal smart
materials can be used for small-scale heat control, such as
microelectronic device thermal management. Meanwhile,
thermal smart materials should be enlarged to integrate and
operate in other situations. Macro-scale thermal smart
components could be used in solid-state refrigeration to
control heat flux in thermal circuits. In addition to adapting
to various multiscale systems, devices based on thermal
smart materials must function properly in different thermal
environments, such as extremely high or low temperatures,
placing higher requirements on the stability of materials.
This need will motivate fundamental research into new solid-
state materials, such as solid-solid phase change materials.
The “carbon neutrality” goal imposed more pressing de-
mands for thermal smart materials in the energy sector. To
make progress in the development of thermal smart materi-
als, it is necessary to develop corresponding theories for
preparing thermal smart materials with improved perfor-
mance, including the effects of applied fields on the micro-
structure of materials and heat conduction mechanisms at
both the macro and microscale. In addition, advanced ex-

Figure 13 (Color online) Thermal clock. (a) Sketch of the thermal clock. The red lines represent heat flow. (b) Schematic of two different types of materials
[139]. (c) Thermal conductivity variation with temperature for these two types of materials [139].
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perimental technologies are also necessary. There is still a
long way to go in the field of thermal smart materials and
their applications. Exploring new types of thermal smart
materials, achieving a larger switching ratio and compre-
hensive performance, and inventing new thermal smart de-
vices are still the most important challenges in the future.
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